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Abstract: With the development of satellite communications, the number of satellite nodes
is constantly increasing, which undoubtedly increases the difficulty of maintaining network
security. Combining software defined network (SDN) with traditional space-based networks
provides a new class of ideas for solving this problem. However, because of the highly cen⁃
tralized network management of the SDN controller, once the SDN controller is destroyed by
network attacks, the network it manages will be paralyzed due to loss of control. One of the
main security threats to SDN controllers is Distributed Denial of Service (DDoS) attacks, so
how to detect DDoS attacks scientifically has become a hot topic among SDN security man⁃
agement. This paper proposes a DDoS attack detection method for space-based networks
based on SDN architecture. This attack detection method combines the optimized Long
Short-Term Memory (LSTM) deep learning model and Support Vector Machine (SVM),
which can not only make classification judgments on the time series, but also achieve the
purpose of detecting and judging through the flow characteristics of a period of time. In addi⁃
tion, it can reduce the detection time as well as the system burden.
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1 Introduction

With the continuous development of satellite commu⁃
nications, the number of satellite network nodes is
increasing and people are trying to pursue the
overall grasp of the network. Because the control

plane and forwarding plane of the software defined network
(SDN) network are separated and the centralized network con⁃
trol mode is adopted, the rapid deployment of business and
rapid update of information in the satellite network, such as

link switching, traffic distribution and topology changes, can
be realized. Therefore, people have turned their attention to
SDN. In the space-based network architecture of the SDN net⁃
work, the ground station is regarded as the SDN controller and
the satellite is regarded as the OpenFlow switch, so as to real⁃
ize a flexible and extensible network architecture. The SDN
controller implements a highly centralized network manage⁃
ment, making the SDN controller the focus of network at⁃
tacks. Once the SDN controller has been attacked, the net⁃
work it manages will be paralyzed due to loss of control.
Therefore, the security of the controller is the key to the secu⁃
rity of the entire SDN network. The Distributed Denial of Ser⁃
vice (DDoS) attack is one of the main threats to the security of
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the controller. How to quickly and accurately detect the
DDoS attack has become a research hotspot in the field of
SDN security. At present, the detection methods for DDoS at⁃
tacks in SDN networks mainly use statistical analysis and ma⁃
chine learning methods to detect DDoS attacks in the network
by deploying anomaly detection technology in the SDN con⁃
troller. In Ref. [1], a detection method based on entropy
anomaly is proposed, which can determine whether the cur⁃
rent state is in an abnormally attacked state according to the
entropy value and detect the DDoS attack through the change
of the entropy value of the network characteristics. Another
detection algorithm based on self-organizing maps (SOM) is
proposed in Ref. [2], in which the self-organizing maps build
an unsupervised artificial neural network, trained with traffic
flow features. This is a lightweight DDoS attack detection
method. The self-organizing mapping traffic analysis can ob⁃
tain a higher detection rate and a lower false alarm rate. A hy⁃
brid machine learning model, Support Vector Machine (SVM)-
SOM, is proposed in Ref. [3] to detect DDoS attacks. Com⁃
pared with simple machine learning models, hybrid machine
learning models provide higher accuracy, detection rate and
fewer false alarm rates. In Ref. [4], a method based on K-
means++ and fast K-nearest neighbors is proposed, as well as
a modular detection system in the controller[5]. However, the
above-mentioned DDoS attack detection methods still have
some limitations[6]. The limitation of traditional machine learn⁃
ing for DDoS attack detection is that the historical characteris⁃
tics of traffic cannot be used. Its main purpose is to improve
the classification detection accuracy of a single sample with⁃
out processing the time series[7]. However, when a DDoS at⁃
tack occurs, the extracted traffic information is more suitable
for the detection of time series samples, and the classification
prediction of samples with time series relationships is more
suitable for the use of some deep learning methods that can
handle time series data, such as Recurrent Neural Network
(RNN) and Long Short-Term Memory (LSTM) model[8]. In this
paper, a DDoS attack detection method for space-based net⁃
work based on SDN architecture is proposed, which combines
the optimized LSTM deep learning model and SVM. The opti⁃
mized LSTM model is used to classify and judge the time se⁃
ries to reduce the false alarm problem of the traditional ma⁃
chine learning classifier for unstable abnormal traffic[9].

2 Detection Mechanism
Fig. 1 shows the proposed DDoS attack detection mecha⁃

nism of space-based network based on SDN architecture.
After collecting the flow table information, the SDN control

center of ground station extracts the feature vector according
to the feature extraction algorithm, and caches the data ex⁃
tracted in real time into a file for storage. The extracted flow
table feature vectors are sent to the SVM model for detection.
The SVM uses the provided feature vector information to deter⁃

mine whether it is attack traffic or normal traffic. If it is nor⁃
mal traffic, the result is directly saved; if it is abnormal traffic,
it is combined with the traffic information of the previous time
after standardization to form a time series and sent to the opti⁃
mized LSTM model for checking. If the optimized LSTM mod⁃
el judges that it is abnormal traffic, it outputs the information
of abnormal traffic detected, indicating that it is under DDoS
attack; if it is detected as normal traffic, it is judged as normal
traffic. Moreover, the time series method is mainly used to
solve the problem of false alarms of single abnormal traffic fea⁃
ture vectors in the previous machine learning of DDoS attack
detection. Therefore, when the SVM classifier makes an abnor⁃
mal judgment, the system will send the flow table feature infor⁃
mation based on previous times to the optimized LSTM deep
learning model to make a judgment on the next flow table in⁃
formation. The final result is given by the comprehensive judg⁃
ment of the detection mechanism.
We will focus on the data preprocessing part, using the im⁃

proved genetic algorithm to optimize the LSTM model and in⁃
troducing SVM to solve the misjudgment problem caused by
the LSTM data sensitivity at the initial stage of the network.
Finally, we will build an experimental simulation platform to
verify the feasibility of the proposed DDoS attack detection
method for space-based network based on SDN architecture.

3 Data Preprocessing

3.1 Feature Extraction Algorithm of OpenFlow Flow Tables
Although the DDoS attack methods adopted by attackers

are diverse, most of the attack traffic still has a certain pat⁃
tern. Therefore, by collecting the flow table information and
converting it into a feature vector, the change of network traf⁃
fic distribution characteristics per unit time can be analyzed
to distinguish normal traffic from attack traffic.
The original OpenFlow flow table information mainly in⁃

cludes the source port, destination port, source IP address,
destination IP address, frame length, frame protocol, packet
length, etc. Direct training on these data has a poor effect and
is greatly affected by the network environment itself. There⁃
fore, a feature extraction algorithm is first used for the flow ta⁃
ble information to extract the following five features. We as⁃
sume that the SDN controller samples the flow entries of the
OpenFlow switch at period τ and the total number of flow en⁃
tries obtained is TotalF:(1) Average number of flow packets (ANFP).
The number of flow packets under normal network conditions

and that under attacks are different. Attacks usually generate
fake IP addresses continuously and randomly, and reduce the
number of packets contained in a single flow entry. Eq. (1) de⁃
fines the average number of flow packets, where
DataPackagesNumk represents the number of data packets ofthe k-th flow entry.
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ANFP = ∑k
TotalF

DataPackagesNumk

TotalF
. (1)

(2) Average number of bits in flows (ANBF).
Similar to the definition of ANFP, when a DDoS attack oc⁃

curs, the attacker will send a large number of packets with a
small number of bits, which also provides a basis for DDoS at⁃
tack detection. Eq. (2) defines the average number of bits in
flows, where BytesNumk is the number of data packet bits inthe k-th flow entry.

ANBF = ∑k
TotalF

BytesNumk

TotalF
. (2)

(3) Flow generation speed (FV).
When a DDoS attack occurs, a large number of pseudo IP

addresses will send data packets, resulting in an increase in
the number of flow tables during the collection time. Eq. (3)
defines the flow generation speed, where FlowNum is the num⁃
ber of flow tables collected in period τ.

FV = FlowNum
τ

. (3)

(4) Source IP address generation speed (SIPV).
The main attack feature of DDoS is to send a large number

of data packets by forging the source IP address, which makes
the growth rate of the number of source IP addresses at the
time of the attack greatly increase at a fixed time. Eq. (4) de⁃
fines the source IP address number generation speed, where
SIPNum is the number of different source IP addresses in the
sampling period.
SIPV = SIPNum

τ
. (4)

(5) Port growth (PV).
Under normal circumstances, the increase in the number of

ports is relatively stable. In a DDoS attack, since the port num⁃
ber is randomly generated, when the attack occurs, the growth
rate of the port will be greatly increased. Eq. (5) defines the
port growth rate, where PortNum represents the sum of differ⁃
ent port numbers corresponding to different IP addresses in
the flow table within the sampling period.

▲Figure 1. Distributed Denial of Service (DDoS) attack detection mechanism of space-based network based on SDN architecture.
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PV = PortNum
τ

. (5)

3.2 Collecting of Flow Table Information
Normal network environment and DDoS attack environment

are simulated in SDN. A total of more than 20 000 pieces of
data are collected as a data set, which contains a ratio of nor⁃
mal traffic to attack traffic of about 1: 1. Besides, the normal
traffic is labelled as 0 and the abnormal traffic is labelled as 1.
According to the proposed feature extraction algorithm, the

data set is used to extract feature vectors to obtain a data set
{data} that contains five columns of feature vectors and one
column of labels.
3.3 Standardization and Processing of Time Series
The data is read in {data} and standard deviation standard⁃

ization processing is conducted, that is, the mean value for
each feature dimension is removed and the variance normal⁃
ization operation is conducted so that the processed data con⁃
forms to the standard normal distribution (the mean is 0 and
the standard deviation is 1). The conversion function is:
X = x - μ

σ
. (6)

The standardized data set is a two-dimensional data set.
Each data set has five feature dimensions, which can be
marked as Ri = [ ri1, ri2, ri3, ri4, ri5 ]. As shown in Fig. 2, becausethe data type of the LSTM model is a set of time series, it is
necessary to use a sliding time window to process the data,
with time_steps = k, every time the time window slides to get a
set of time series, from Seq1 to Seq(Num - k ). The resulting dataset is a three-dimensional data set with a size of (Num - k ) ×
k × 5. The processed time series data set { Seq } is sent to the
LSTM deep learning model for classification.

4 Optimization of LSTM Deep Learning
Model
LSTM is a kind of time recurrent neural network, which is

specially designed to solve the long-term dependence problem
of general Recurrent Neural Network (RNN). Unlike a single
neural network layer, the repeating module in LSTM contains
four interactive layers. The main mathematical process is as
follows：
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ft = σ (Wf ⋅ [ ht - 1, xt ] + bf )
it = σ (Wf ⋅ [ ht - 1, xt ] + bi )
C
∼
t = tanh (WC ⋅ [ ht - 1, xt ] + bC )

Ct = ft × Ct - 1 + it × C∼ t

ot = σ (Wo ⋅ [ ht - 1, xt ] + bo )
ht = ot × tanh (Ct )

. (7)

The genetic algorithm (GA) is a heuristic search and an op⁃
timization method inspired by natural selection process. It is
widely used to find the best solution to optimization problems
with large parameter spaces. In addition, because it does not
consider auxiliary information (such as derivatives), it can be
used for discrete optimization and continuous optimization. In
Ref. [10], GA is used to optimize the LSTM model to find the
optimal time window size and the number of neurons and to re⁃
duce the problem of overfitting.
However, the root mean square error (RMSE) of the fitness

function used in Ref. [10] is less effective for the classification
of the binary classification problem of DDoS attack detection
in this paper, and because the scheme uses a simple genetic
algorithm, the convergence effect is poor. Therefore, an im⁃
proved genetic algorithm is proposed in this paper to optimize
the LSTM model. We add the elite retention strategy, use two-

class cross entropy loss to replace
RMSE, and use an improved adaptive
strategy to perform crossover and muta⁃
tion operations for further optimization
of the algorithm.
First, the elite retention strategy

joins. In a simple genetic algorithm, the
generation of the new generation popu⁃
lation is used to completely replace the
parent population. Sometimes, the opti⁃
mal individuals of the current popula⁃
tion are lost and the genetic algorithm
cannot converge to the global optimal
solution. Therefore, the elite retention
strategy is added so that the optimal in⁃
dividuals appearing in the evolution
process will not be destroyed due to
crossover and mutation. The steps are
as follows:

…

▲Figure 2. Schematic diagram of time window processing.
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Supposing the evolution to the t-th generation, the best in⁃
dividual in the group is N ( t ) and N ( t + 1) is the new genera⁃
tion population; N ( t ) is directly added to the new population
N ( t + 1) without crossing and mutation. Then npop individualsare taken out from it to maintain the population size. In this
way, the purpose of retaining elite individuals can be achieved
and the global convergence ability of the genetic algorithm
can be greatly improved.
Because RMSE of the fitness function is relatively poor for

the classification of the binary classification problem of the
DDoS attack detection in this paper, the cross-entropy loss
function of the binary classification is used as the fitness func⁃
tion. When a sample has a true label yn = 1, the greater theclassifier prediction probability P, the smaller the loss; when a
sample has a true label yn = 0, the greater the classifier predic⁃tion probability P, the greater the loss. The formula is as fol⁃
lows:
LB = -[ yn log (P ) + (1 - yn )log (1 - P ) ] . (8)
The roulette is used in Ref. [10] for selection, but the selec⁃

tion error of the selection method is also large due to the ran⁃
dom operation and even individuals with large fitness may be
missed. In this paper, the tournament selection model is used
to randomly select N individuals from the group for fitness
comparison. The highest fitness individual is inherited to the
next generation. The number of individuals for each fitness
comparison is the league size N.
Then adaptive strategies are used to improve the previous

algorithm. The improvement of the adaptive genetic algorithm
lies in the adaptive adjustment of genetic parameters to main⁃
tain the diversity of the population and ensure the conver⁃
gence of the algorithm.
For the basic genetic algorithm, the probability of crossover

and mutation is fixed. However, the adaptive strategy needs
adaptive adjustment during the evolution process: choosing a
larger probability of crossover and mutation at the beginning.
Such a rough search process is conducive to maintaining popu⁃
lation diversity. In the later stage, it can be adjusted to a
smaller value for detailed search to prevent the optimal solu⁃
tion from being destroyed and accelerate the convergence
speed. However, in order to stabilize the population in future
evolutions, the impact of mutations needs to be reduced. The
corresponding measure is to reduce the possibility or degree of
mutation.
The calculation method of the cross probability Pc in theSrinvivas adaptive genetic algorithm is shown in Eq. (9).

Pc =
ì

í

î

ïï
ïï

Pc1 - (Pc1 - Pc2 ) ( f ' - favg )( fmax - favg ) , f ' ≥ favg
Pc1, f ' < favg

, (9)

where Pc is the crossover probability, fmax is the largest fitness

value in the group, favg is the average fitness value of each gen⁃eration group, and f ' is the larger fitness value of the two indi⁃
viduals to be crossed.
In this paper ,we improve the calculation method of Pm inthe Srinvivas adaptive genetic algorithm by introducing the

Cauchy distribution function as a function of the degree of
variation. In this way, as the number of population evolution
increases, the value of the degree of variation decreases gradu⁃
ally. Because of the distribution characteristics of the Cauchy
distribution function, the tails at both ends are long and the
values at the center are suitable, so that it meets the require⁃
ments of the adaptive mutation and has a good ability to adjust
mutations. A reasonable mutation value can be obtained in the
early stage of evolution, and the probability of mutation can be
greatly reduced in the later stage of evolution to avoid destroy⁃
ing the optimal solution. The calculation method of Pm isshown in Eq. (10).
Pm = k × 1

π × (1 + gen2 ) , (10)

where Pm is the mutation probability, gen refers to the genera⁃tion number, and k is the coefficient.
In summary, the algorithm steps to optimize the LSTM mod⁃

el using the improved genetic algorithm are as follows:
• Step 1: Gene coding is performed in binary, the first four

bits of the binary string indicate the size of the time window,
and the last six bits indicate the number of neurons;

• Step 2: LSTM neural network training is carried out and
the binary classification cross-entropy loss function is used as
the individual fitness value evaluation;

• Step 3: The tournament selection model method is used to
determine the parent individuals involved in replication.

Fig. 3 shows the results of the original algorithm applied to
the data set training. It can be seen that the loss function
RMSE performs poorly on the {0, 1} binary classification,
which makes it difficult for the genetic algorithm to converge.

Fig. 4 shows the training results obtained by using the bina⁃
ry classification cross-entropy loss function instead of RMSE
as the fitness function. Compared with Fig. 3, the training re⁃
sults have been improved, but it can be seen that the conver⁃
gence speed of the simple genetic algorithm is still slow and
the convergence effect is not good.

Fig. 5 shows the training results obtained by using the im⁃
proved genetic algorithm in this paper. It can be seen from the
figure that the convergence speed is faster and the conver⁃
gence effect is better.
The optimal solution based on the training results obtained

by the improved genetic algorithm is: the optimal time window
length is 15, the number of neurons in the corresponding
LSTM model is 40, and the corresponding two-class cross-en⁃
tropy loss function value is 0.10876369144052776 at this
time.
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The data set is { Seq }, the data training environment is
Linux system Ubuntu 16.04, the processor is Intel Core i7,
and the GPU is GeForce 940MX. A total of 30 training cycles
are conducted and the classification accuracy rate is 99.77%.
The training model is accurate and high and can realize the
time series detection of the flow characteristic information.
The final training results of the LSTM model optimized by the
improved genetic algorithm are shown in Figs. 6, 7 and 8,
which are the accuracy curve, error curve and confusion ma⁃
trix, respectively.
In addition, the judgment time for a set of traffic of the

LSTM depth model is optimized with the time spent in the sin⁃
gle experiment more than 400 μs and the total time more than
2 s. In order to solve the problem of misjudgment caused by
the initial unstable network traffic, reduce the detection time
of the system and reduce the burden on the system, SVM is in⁃▲Figure 3. Results of the original algorithm applied to the data set training.
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▲Figure 4. Training results obtained by using the binary classification
cross-entropy loss function instead of root mean square error (RMSE)
as the fitness function (still in the state of simple genetic algorithm).
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▲Figure 5. Training results obtained by using the improved genetic al⁃
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▲Figure 6. Accuracy curve of the optimized Long Short-Term Memory
(LSTM) model.
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▲ Figure 7. Error curve of the optimized Long Short-Term Memory
(LSTM) model.
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troduced to classify the flow table feature vectors at a certain
time. A normal feature vector shows that the network has not
received an attack. If the vector is judged to be abnormal, a
time series is formed together with several flow table feature
vectors of the previous time to perform data preprocessing,
and then sent to the LSTM deep learning model for secondary
judgment. It has been experimentally determined that the hy⁃
brid detection mechanism can solve the aforementioned prob⁃
lem of misjudgment of normal traffic at the initial stage of the
network.
The data training environment is Linux system and the pro⁃

cessor is Intel Core i7. The data set is {data}, which is trained
using the SVM model and the Random Forest model. Table 1
shows the training results.
Both classifier models show good accuracy, but the detec⁃

tion time of the SVM model is shorter, which is beneficial to
reduce the burden on the system, so SVM is selected as the
front-end classifier of the hybrid model.

5 Experimnetal Verification and Simulation
A space-based network based on SDN architecture with

Mininet software was built to verify the effectiveness of the
DDoS attack detection mechanism proposed in this paper.
The experiment was completed in Linux environment, using

OpenFlow1.3 protocol. As shown in Fig. 9, the space-based
network topology consists of the Ground station SDN control⁃
ler, satellites (as OpenFlow Switches) and virtual hosts con⁃
nected to satellites.

The network background traffic (Normal) was first simulat⁃
ed in the SDN environment, and then the Hping3 tool was
used to launch DDoS attacks. As shown in Fig. 10, this DDoS
attack detection method for space-based network based on
SDN architecture could successfully detect DDoS attacks.

6 Conclusions
A DDoS attack detection method is proposed for space-

based network based on SDN architecture in this paper. This
method combines the optimized LSTM deep learning model
and SVM. First of all, the OpenFlow flow table feature extrac⁃
tion algorithm is used and the time series is pre-processed.
Then an improved genetic algorithm is used to optimize the
LSTM neural network model to better evaluate the time series
prediction problem. Finally, SVM is introduced to solve the
misjudgment caused by the sensitivity of the LSTM model to
data during the network startup phase. Such an attack detec⁃
tion mechanism can not only make classification judgments on
the time series, but also detect and judge the traffic character⁃
istics through a period of time, so as to reduce the false alarm
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▲ Figure 8. The confusion matrix of the optimized Long Short-Term
Memory (LSTM) model.
▼Table 1. Training results
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118.966
SVM: Support Vector Machine

s1s2
s3

h6–h10
h1–h5 h11–h15

Ground station
SDN controller

h: virtual host s: satellite SDN: software defined network
▲Figure 9. Space-based network topology.

▲Figure 10. Successful detection of the Distributed Denial of Service
(DDoS) attack detection method for space-based network based on soft⁃
ware defined network (SDN) architecture.
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problem caused by a single machine learning classifier for in⁃
dividual abnormal traffic. In addition, the detection mecha⁃
nism can also reduce the misjudgment rate of the network
startup stage and further reduce the detection time and the
system burden. Finally, an SDN space-based network experi⁃
mental simulation platform is built to verify the feasibility of
the DDoS attack detection method for space-based network
based on SDN architecture.
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